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Multi-tiered enterprise applications (MTA) feature complex architecture with server farms on web,
application, and database layers. Permanent growth of a number of users, volume of operational
and financial data, as well as complexity of business transactions requires MTA customers
periodically proactively estimate capacity of their installations it terms of a number of servers,
CPU's per server, speed of CPU, 10, and network, as well as an impact of capacity on
transaction response time.

The paper presents MTA sizing methodology employed by Oracle’s Hyperion performance
engineering group for enterprise performance management application. The methodology uses
both load testing and queuing network modeling tools. Load generation software emulates
workload and collects data to feed queuing network models of MTA. After calibration models
generate estimates of transaction response times and server utilizations for different what-if
sizing scenarios (number of servers, number of CPUs per server, CPU speed, number of
concurrent users etc).

Presented approach provides more accurate sizing estimates and recommendations than empirical
methods.
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Multi-tiered enterprise applications (MTA) have common characteristics which is essential from a
performance engineering perspective:

»Having significantly fewer users than Internet applications because their user communities are
limited to corporation business departments. That number still can be pretty large reaching
thousands of users, but it is never even close to millions.

»End user works with MTA not only through browser as in case of Internet application, but also
through multiple Windows front-end programs like Excel, Power Point, as well as programs
specifically designed for different business tasks user interfaces. Pretty often a front-end program
does significant processing of information delivered from servers before making it available to a user.

»MTA are always evolving because they have to stay in sync with ever changing demands from
business they support. Businesses fluctuate going through economic cycles with prevailing trend
directed toward business growth. That generates a permanent need for MTA performance tuning and
sizing due to changes in a number of users, volume of data, and complexity of business transactions.

»Processing much larger volume of data per a user request than Internet applications because they
sift through terabytes of business records and often implement massive on-line analytical processing
in order to deliver business data rendered as reports, tables, sophisticated forms and templates.



. Project goal

Critical parameters of enterprise applications:

« Transaction response time
« Utilization of hardware resources

Goal: develop multi-tiered applications sizing methodology
which provides estimate of utilization of hardware resources
as well as transaction response times
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Presented how a sizing methodology differs from capacity planning. The term “capacity planning”
means ‘“resource planning”; sizing methodology provides estimates of resources as well as
transaction times.

Transaction response time — main concern of user

Utilization of hardware - main concern of IT departments; it is hot parameter today with the onset of
green datacenters

Wikipedia: “In the context of capacity planning, "capacity” is the maximum amount of work that an
organization is capable of completing in a given period of time. “

Whatis.com: “In information technology, capacity planning is the science and art of estimating the
space, computer hardware, software and connection infrastructure resources that will be needed
over some future period of time. A typical capacity concern of many enterprises is whether resources
will be in place to handle an increasing number of requests as the number of users or interactions
increase. The aim of the capacity planner is to plan so well that new capacity is added just in time to
meet the anticipated need but not so early that resources go unused for a long period. The
successful capacity planner is one that makes the trade-offs between the present and the future that
overall prove to be the most cost-efficient”.

Presented methodology predicts not just resource utilizations, but also transaction response
times which is must-have metric for business users.



. Part 1

Queuing network as a model of computer system
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Part 1 provides basic information of queuing network models



. Queuing network as a model of computer system

A Closed Queuing Model Example

USERS

server

© 2001 D. Menascé All Rights Reserved
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A user initiates transaction. Transaction is processed in a server for some period of
time. User waits for processing to be completed BEFORE submitting a request for
new transaction. Server is characterized by service time, user is characterized by
think time. Think time is time between a moment a user receives a reply to
transaction and the moment he/she submits a new transaction.



. Queuing network as a model of computer system

Closed QN Models

= The number of requests in the system is constant:

« Input parameters: number of requests in the
system and service demands.

= Output metrics: throughput. response time. queue
lengths. and utilizations.

= Solution technique: Mean Value Analysis (MVA)

3s
© 2001 D Menascé. All Righis Reserved
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A few facts on models:

- Number of requests in system is equal to the number of system users.
- Arequest is an equivalent of a business transaction

- By solving model we getting metrics on transaction response times and server
utilization.



. Part 2

Methodology of application sizing
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Part 2 describes step by step methodology of application sizing which is based on
load testing and queuing network modeling.



. Methodology of application sizing

System architecture
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2 X 600 MHz CFU, 1 GB RAM
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This picture presents a real production system which has application and database
servers and has to support 400 concurrent users.



Methodology of application sizing
Workload specification

1. Specify business transactions:
Caleulation 1
Open Form “Salaries”
Report “Capital Expenses”

2. For each transaction, specify its rate per user per hour and the number
of concurrent users:

Transaction name Number of transactions per user Number of users
per hour
Calculation 1 2 10
Open Form “Salaries” 4 20
Report 10 50
“Capital Expenses”
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Workload is the most important input parameter for load testing and modeling.
Testing and modeling results can be only as good as the workload specification.

For real production systems, a workload has to describe as closely as possible the
kinds of transactions executed by system users, as well as the number of
transaction executions by one user per hour. A total number of users per each
transaction has to be defined also.



. Methodology of application sizing
Workload specification (continued)

3. Breaking down total transaction time by intervals spent on each server

Transaction time breakdown:

Total transaction time - 60.8 sec

Time spent on Planning server AHQLUBNT281 (yellow chart) - 16 seconds
Time spent on Essbase server AHQLUBNT267 (white chart) - 48 sec

ocwSABUEREIBRESINBRAENRSE

Last 0.000 Average 3914 Mrwwum 0.000 Maximum 23,437 Durstion 1:20

Color | Scale | Couriter | trestarce [ parere | ctsect | Comeniter

=

ava Process AHCLUENT 267
IEPLORE Process VIAHCLUBNT 281
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1.000 % Proc

A transaction can be compared to a car traveling on highway with toll booths. A toll
booth can be considered as a server. A car (transaction) moves from one toll booth
to another (from one server to another), spending some time in each toll booth
(server). Total time in all toll booths (servers) is the transaction processing time.

Yellow line — utilization of Planning server by transaction
White line — utilization of Database server by transaction

This is how to find time spent by transaction on each server:

1. Turn on monitor and set it up to record CPU utilization on all servers
2. Run one transaction for a user

3. Note CPU activity on each server and time of that activity.

The time a transaction spends on a server is equal to the time a server’'s CPU is
working. This is why by monitoring CPU utilization, we can find out how much time a
given transaction spent on a server.
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Methodology of application sizing
Workload specification (continued)

3.1. Workload description example

Transaction Number of Number of T fon time ined by
. " (seconds)
name and time transactions concurrent
for single user per user per users
hour - - ,
Planning | Essbase Think time
Calculation 1 20 10 2.0 5.5 3600 sec/ 20
7.5 seconds =180sec
Open Form 40 20 0.45 0.55 3600 sec /40
“Salaries” =90 sec
1.0 seconds
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Transaction time is broken down by monitoring a single transaction.

Think time is the time between two transactions that have been requested by the
same user. Think time is calculated by dividing one hour by the number of
transactions executed by one user in an hour.

The number of transactions per user per hour is actually a business metric, not a
technical parameter. It can be found by interviewing business users or by monitoring

their activity.
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. Methodology of application sizing
Representation as a queuing network

4. Represent system under test as a queuing network model
Web App Server - xu800svr04 Database Server - xuS00svr05
- ——— WebSphere| | Hyperion | | — Ksshasn
[rew Gtems o0} ——F7 cus s
Web Client 100 LI N
A ., <
Lo [ I WM |
il/ SQL Server 2000
Web Client 300
|' Web Client 430 I"
\ Windows 2000 Server Windows 2000 Server
: i
Think time Flanmng queue Essbase quene
bbbl server server
| Closed queuning network
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This step is all about morphing a real system into a closed queuing model.

User is represented by a think time queue
Web and application servers are represented by Planning queue
Database is represented by database queue.

Transaction leaves think time queue, then receives service in the Planning server
gueue as well as in the database queue and returns back to the user. Total time
spent by transaction in both Planning queue and Database queue is transaction

response time.

If there is only one user in a system, than response time is equal to processing
times in both queues. But when there are a number of concurrent users in a system,
than waiting time becomes a substantial component of response time in addition to

processing time.
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Methodology of application sizing

@ Model Description: Model_lor_presentation.madl

Model Title:

Think time is also active resource

5. Define all servers including Think time server

-

Think time

server

| Syslems Active Workloads Passive Resourc
User Notes ARMNL Matrix Steps PRAVL Matrix
System Active Equi Equi Speed | Number of
Name Resourca Nama Typa Discipline | Factor Servers Type
1|Hypenon Planning server Leonid's CPU CPU PPRI 1000 4 |[MULT
Flanning - speed 1000 server 4
2|Hypenon Essbasa\seQ/er = Leonid's CFU CPU FERI 1000. B |MULT
|Fianning " fspaed 1000 server §
3|Hypenon Think time server . |THINK Quéte—___ IS 1 1
Planning e .
===y
/ .
S

Closed gquening network
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Discipline

One of the following active resource queue disciplines:

FCFS First-come-first-served. Customers are serviced in the order they arrive.
The customer is given its entire service requirement in one burst when its turn

comes up.

FS Fair shared. Each customer receives service at a rate proportional to the
relative shares assigned to this workload.

IS Infinite server. Any customer receives immediate service because enough
servers exist to provide the requirements.

PPRI Preemptive priority. The customer in service is interrupted by any customer
of higher priority. The interrupted customer's service is resumed after completion of
the interrupting customer's service. Within a priority level, the discipline is FCFS.

PRI Non-preemptive priority. The customer in service cannot be interrupted. Within

a priority level, the discipline is FCFS.

PS Processor shared. All customers are slowed down by the same ratio due to

contention at the servers.

13



Methodology of application sizing
Workloads definition

6. Define workloads (one workload is a stream of the same business transaction)

[ Model Titte:

| Systems Active Resources Workloads Passive Re
User Notes ARML Matrix Steps PRAWL b
ey v ) = G 5
System T F
Name Workload Type Throughput Actve R Emvi
1{Hyperion Calculation 1 CLOSED 1.| Think time senmer INTERACTIVE
Planning
2|Hyperion Open Form CLOSED 1. Think time server INTERACTIVE
Flanning "Salanes®
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A request in a closed workload does not enter or leave the system, there is a finite
number of requests. A request traveling in a model represents one transaction

initiated by one user. A number of requests in a queuing model is equal to a
number of application users.

Open workloads have an infinite number of requests.

14



. Methodology of application sizing
Resource/Workload matrix definition
7. Describe how each transaction travels across queuing model
Transaction name Number of Number of concurrent Trar tion time breakd
and time for single transactions per users (seconds)
user user per hour Planning | Essbase Think
time
Calculation 1 20 10 2.0 55 180
7.5 seconds
Open Form 40 20 0.45 0.55 90
“Salaries”
1.0 seconds
Swstem Active Wisit Service Contribute to
Name Workload Resource Count Required |Response Time’
1|Hyperion Calculation 1 Flanning server 1 2000.|yes
Flanning
2|Hypenon Calculation 1 Essbase server 1 5500.|ves
Planning
3| Hypenon Cailculation 1 Think ime server 1 180.|no
Flanning
4| Hypernon Open Form Planning server 1 450. |ves
Flanning "Salaries"
5| Hyperion Open Form Essbase server 1 550.|yes
Flanning "Salaries"
6| Hyperion Open Form Think time server 1 90.|no
Flanning "Salaries"
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Resource/Workload matrix describes per each transaction which servers each
transaction visited and how long time a transaction was processed on each one.

A column “Service required” defines time spent on a server.

15



. Methodology of application sizing
Model verification for single user

8. Set to 1 a number of users for each workload and solve model

Transaction name Number of Number of concurrent U an tims
and time for single | transactions per users . .
user one user per one Planning Essbase ‘I;jhlnk
hour me
Calculation 1 2 10 2.0 55 1800
7.5 seconds’ .
OpenForm ™~ ~_ 4 20 0.45 0.55 900
“Salaries” \
1.0 seconds
~ ~
Principal Results AR Statistics
WL by AR Statistics WL by PR Statistics
—

Sysiem =
Name Workload }hm{gﬁ %sponse Population

1|Hyperion Calculation 1 0.005333 e 75 1.
Planning

2|Hyperion Open Form 0.01099 5, 1
Planning "Salaries"
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We calibrate the model for a single user. Calibration means a model calculation for
a single user and comparison of results with sizing requirements. If there are
discrepancies, than the model has to be modified.



Methodology of application sizing
Setting up user population

9. Set different number of users

: [ Systems Active Resources Workloads Pas
If T e ACARN Mniete T o
— il -
e
System Workload
Name Workload Growth Type Step:1 | Step:2 | Step:d | Step:d | Step:5
11Hyperion Planning  |Calculation 1 Population: 1 100 200. 300. 400.
2|Hyperion Planning  |Open Form Population: 1. 200. 300. 400. 500.
“Salaries®
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Model can predict system characteristics for different number of users.
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. Methodology of application sizing
Solving model — transaction response time

10.1. Transaction response time for different number of users

Response Time

*
140

/ -
g
120 £

,//;
Y
i #— Open Form "Salaries”
Vi
74

Seconds
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Transaction response time is flat or increases only a little when the number of users
increases, up to the point where queuing starts happening. Then, response time
jumps exponentially. A chart in this slide demonstrates the classical “hockey stick”,
with its angle at step 3 when there were 500 concurrent users.
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Methodology of application sizing
Solving model — transaction time breakdown
10.2. Breakdown of Calculation 1 transaction for different number of users
c its of Response C ion 1
160
140 p——
120 [E—
100 —_
& DEssbase server(Hyperion Flanning) Gueue Delay
E DEssbase serven(Hypenon Planning) Service
3 o] [ | |mPianning server(Hyperion Planning) Gueue Delay
BFanning server(Hyperion Planning) Service
B0 —
40 —
20 —_
1 user 300 ugers SO0 users 700 users 900 users
|
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Solved model delivers time spent by each transaction on each server (which is
equal to time in CPU and time waiting for CPU).

19



. Methodology of application sizing
Solving model — server utilizations

11. 1. Servers utilizations for different number of users

System Hyperion Planning Active urilization Per

Percentage
]
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DEsshaze sarver

mPlanning server

Model is solved for 1, 300, 500, 700, and 900 users
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. Methodology of application sizing
Solving model — server utilizations
11.2. Servers utilizations as a number of users grows significantly
System Workdoad
MName ‘Workload Growth Type Step: 1 Step: 2 Step: 3 Step: 4 Step: 5 Step: & Step: 7
1|Hyperion Fi g |C 1 P 1 100 200 300 400, 800 1600
2| Hypenon Flanning Open Form Fopulation: 1 200. 300 400 500. 1000, 2000
“Salaries®
System Hypetion Planning Active Resource Utilization Percemages
100 - G- G- 1000
.‘.-f"f
a0 or B R —
,A’ A a4 apip
80
: 7
a /4
g y/d
§ B0
R dus
g /
-
. /
. //
¢ 109&’“‘ 300 users S00 users 700 users 900 users 1800 users 3600 users
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Utilization of Planning server has a downtrend as the number of users grows.
Explanation: more and more requests are queued in Essbase server which reached
almost 100% of its capacity on Step 4. That means Planning server has a less
intense flow of requests.
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. Part 3

Example 1. Model of production system

© 2008 Oracle Corporation

This part of presentation demonstrates sizing methodology “in action”.

On the first step we collected the information necessary for modeling data by
applying a load from concurrent users to a real production system with an enterprise
application.

On the second step we built a queuing model of a system and solved the model
using collected performance data as model input.

On the third step we evaluated results and analyzed different what-if scenarios for
various system architectures

22



Example 1. Model of production system

System has two servers hosting Workspace and HFM components

lhem | Value Item [ Ve
05 Manulactuner Microzoit Cotparation 05 Name Microzoft{R ] Windows{R] Server 2003, Enterprise Edbon
System Name PEW204 Wession 5.2.3790 Service Pack 2 Buld 3790
Sysheen Marulachures 1BM Other 05 Descrpbion Not Avaldable
System Model eserver ¥Senes 336 [8837409) 05 Marufachuer Microsoft Corporation
System Type ¥BE-based PC Systern Name PEW205
Processor 5 Family 15 Model 4 Stepping 1 Gerunelntel ~3500 Mhz Syshem Marndactures 1M
Processor w86 Famiy 15 Model 4 Stepping 1 Genunelntel ~3500 Mhz System Model eserver KSenes BE{EEINI}
Plo:esw m%FaWIS Model 4 Slewml Geruinelntel <3600 Mhz Sysltm Type %BE-based PC
15 Mods! 4 Stepping 1 Garanciniad 3500 Mhz Piocessor #35 Famy 15 Mode! 4 Stepping | Gereanaiinied
BIDS \-‘ssmﬂde IBM -IAP‘E12S&U$ 1.08}-. 1!'1!-!’105 Processor <36 Faemiy 15 Model 4 Steppng | Genunelntel “‘3569 Mh:
SMBIOS Version Processor %836 Famiy 15 Model 4 Stepping 1 Genuanelntel “ 3569 Mhz
‘Windows Directory c \wmoaws Processor 85 Famiy 15 Model 4 Stepping 1 Geruinelntel 3859 Mhz
System Directory CAWINDOWS \system32 Processor 86 Famiy 15 Model 4 Stepping 1 Genuinelntel ~ 3853 Mhz
Boot Device \Device\Harddiskolume1 Frocessor 35 Famiy 15 Model 4 Stepping 1 Genunelntel ~3553 Mhz
Locale Urited States Processor 96 Family 15 Model 4 Stepping 1 Genuinelntel ~3663 Mhz
Hardware Abstiaction Laer  Version = "5.2 37903950 [ev03_ep2_sten 0702161710)" Processer #436 Famdy 15 Mode! 4 Stepping 1 Gercinelniel ~2659 Mhz
User Name PEW204\Administiator BIOS Version/Date ISH JZUE147BUS-1,08), 1/30/2006
Time Zone Eastemn Standard Time SMBIOS Version
Total Physical Memony 2047311 MB ‘Windows Directory C \WI NDOWS
Avalable Fhysical Memory 1.02GE System Directory CAWINDOWS \system32
Boot Device ‘Dievace\Harddiskohume1
Locale United States
Hashuses Ahstraction Laver  Varsion = "5 2 2790 3050 (sl _sp2_sten 702161710
User Name Nt Available
Time Zone Eastemn Standard Time
Tootal Physical Memory 3711.04 MB
Avalable Prysical Memory 197 GB

Server PEW204 - Workspace Server PEW205 — HFM Web and
application servers
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To build a model we have to know system architecture as well as specifications of
servers. This slide indicates that system has two servers. It also shows the number
of CPUs per each server and CPU speeds.



. Example 1. Model of production system

Load test results — transaction consolidation and transaction time for single user

-
2 |Transaction times from LoadRunner Model transaction
3 runs for one user (seconds) times (seconds)

4 (HFM 9.3.1 scripts  HFM01Z)

imum Std. Devi90 Percent Pass Fail Ave
LLEL 0 Lol 13 =

DP-05-GotoProcessControl
15 |DP-06-SetPOV
16 |DP-07-SelectEntity

o |

17 | DP-03-GotoProcessControl
18| DP-10-SelectParent
13 | DP-12-GotoTasks

20 |DP-03 GotoLDtask
200

© 2008 Oracle Corporation

Load test application collected response times for 16 transactions. Logon and
Logoff transactions are executed only once by each user and can be excluded from
model workload.

Workload has three main transactions: ConsolidateParents, LoadFile, and
ForceCalculate. All remaining transactions will be consolidated into the one called
“Navigate”, because each of the remaining transactions are pretty light in terms of
resource demand. By consolidating transactions we minimize our modeling efforts
without compromising the applicability of the model.
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. Example 1. Model of production system

Load test results — transaction response times per number of users
LG2
1

Aveiagy Response Time (1econds)
BoEA
.
*
.
[
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¢
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2 & &
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-
P .. i S 4]

0000 DF15S 0030 0045 0100 0115 0130 OF45 0200 0215 0230 0245 0200 OIS 0330 OX45 D400 C415 D430 T 0500 D515 0530 0545

Elapsed scenano imd hhmm

Number of users ForceCalculate ConsolidateParent LoadFile/Navigate
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Chart demonstrates response time per each transaction for different number of
users: 10, 30, 60, and 80.

There is a pretty interesting effect — transaction ‘ForceCalculate” is faster than
transaction “ConsolidateParents” for 10 and 30 users, but when a number of users
is reaching 60 it becomes significantly slower. This is an indication that transaction
“ForceCalculate” started experience some limitation at the software level — limited
number of threads, or database locking, or shortage of memory.

Later on we will show how that effect can be reflected in a model.
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Example 1. Model of production system

Load test results — server utilizations per number of users

Windows Resources - Running Vusers

s 8

Resource usage
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Chart shows utilization of both servers for different numbers of users.
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! Example 1. Model of production system

Load test results provide data for model calibration

Transaction response times

Number of users 1 10 a0 &0 S0

CalculatePavent Load test 10.2 98 98 10.5 13.1
(sec) Model

ForcCalculate Load test 6.7 6.0 6.1 10.0 218
(sec) Model

LoadFile (sec) Load test 33 32 32 3.2 33
Model

Navigate (sec) Load test 33 3.2 32 3.2 33
NModel

Server utilizations

Number of users 10 30 60 S0
HFM server Load test 80 181 132 651
(%o) Model
Workspace Load test 20 51 10.0 13.5
server (%e) Model

Calibrated model has to deliver transaction response times and serve utilizations
as close as possible to the values measured during load test

1 2008 Oracle Corporation

After running Load test we collected data needed for building and solving model.
We obtained response time for each transaction for different number of users, as
well as utilizations of both servers.

Important to note; calibrated model has to deliver transaction response times and
server utilizations as close as possible to the values measured by during load test.

27



. Example 1. Model of production system

Server is more than just CPUs. It includes different controllers

$!I|MM S?scsif!}s: dul IDE Drive Connectors:

& new 155-pin memory mocule Ultra DMA boosts performance to 33MBps CPU utilizati tri

standard which supports SDRAM / P k repo ;;c:z:;i:,:}for::

AT S /' TAGRAM: relates only to a part of a
power supply \ /' Forcacheing Triton chipset Y P

ATheyboard . ™ »_ Floppy Drive Connector / §4MB of RAM e i i

andmouse

connectors \ 1 =}
e | |
Provides hotPaP 1) o = & 2;26I§H3h
portfor medium Q e pipeline-bu
bandwidth — || | ¥
peripherals o0 W |:| =

~

10 Controllers: (1 -

Connectorsfor < |[] /[ DI O [ — - A o
serial and paraliel I =1 4 “cache-on-a-siick’
ports A upgrade module

SIMM Sockets: - 2
4x72-pin sockets Q
for EDO or FPM / -~
memory el o ) ZIF Socket T:
. A Fora Pentium or
] /- compatible
processor

PCl and ISA Slots: Lithium iuclup F|a£h BIOSICMOS Battery:
The middle slots usually share battery for the RTC Updateable via a floppy to ensure

the same backplane BIOS stays currentand bug-free
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A picture of a computer motherboard demonstrates that a server is much more that
a collection of CPUs and memory. It includes different controllers which by their
nature are specialized computers managing I/O operations, memory operations,
video processing etc.

CPU utilization reported by monitoring tools only relates to the part of a server
which is CPU, but does not reflect processing carried out by other controllers.



. Example 1. Model of production system

HFM queuing model

Transactions spend time not only in CPUs, but in controllers also.
A model below takes that into account by introducing
additional server.

Think time Workspace HFM queune Controllers

r server quene server server —‘

£ 2008 Oracle Corporation

To factor in the impact of controllers on system performance we included an
additional queuing module representing all controllers.
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. Example 1. Model of production system

Workload description - 1
Initial transaction time breakdown based on server utilizations

| Windows Resources

-

i T, AT e i S8 bl e g e

L
” 00100020 00030 0040 0050 01:00 01:10/01:20 01:30 01:40 01:50 0200 0210 0220 0230 0240 0250 0G.00 0310 03 20 0350 03 400350 0400 0410 04-20 04-30 04:40

Elapsed scenano time mm:ss

Legend | Alats | Graph Detads | User Motes | Graph Data | R Data | £
¢ S
Color | Scals | Messurement | M [ | Avenge ™ | Masimum | 5td Devision |
EB 1 %Piocesso Tme Processor_Totallpew24 0 [EE= | 7o 1681
= 1 %P sof Trme [Processor_Totall pew205 0 249 12435 413

Based on the recorded average utilizations of the servers, each
transaction spent 0.17% of its total time in pew204 and 0.83" of
its total time in pew205
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Breaking down transaction time based on server utilization might be correct or somewhat correct.
We should not worry about it for now, we will change those number while calibrating model, but at
that point of modeling process we have to have the values to begin with.

To find out transaction time breakdown we set up a run for a single user repeatedly executing. Time
breakdown is proportional to servers utilizations.

Time transaction spent on a server 1 = 1/ average service rate 1
Time transaction spent on a server 2 = 1/ average service rate 2

Average server 1 utilization =
= average arrival rate / average service rate 1

Average server 2 utilization =
= average arrival rate / average service rate 2

Average server 1 utilization / Average server 2 utilization =
=average service rate 2/ average service rate 1

Finally:
Time transaction spent on a server 1/ Time transaction spent on a server 2 =
= Average server 1 utilization / Average server 2 utilization



. Example 1. Model of production system
- Workload Description 2

Transaction name Number of | Number of Transaction time breakdown Think
and time for single | transactions | concurrent (seconds) time
user per one user users Workspace | HFM | Controllers
per one pew204 pew
hour 5

@]
=
3
w
=
i
I
-3
=
by 1B
3
=
-
=l
1
o
n
L
iy
-
1]

LoadFile 0.11 1.43 1.74
3.3 seconds

ForceCalculate 0.25 3.48 2.99
6.7 secoinds

Navigate 0.11 1.43 1.74
3.3 seconds

£ 2008 Oracle Corporation

Now we started to consolidate all input data that describes the workload into the
table. This is the transaction time breakdown
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. Example 1. Model of production system

Workload description - 3

Think time and the number of concurrent users

Transaction name Number of | Number Transaction time breakdown Think time
and time for single | transactions of (seconds)
user per one user | concur-
ner one rent Workspace HFM Controllers
hour users pewl04 pew2is
ConsolidateParent 20 10- 80 0.73 5.54 3.9 | 3600/20=180
10.2 seconds
LoadFile 20 10- 80 0.11 1.43 1.74 | 3600/ 20 =180
3.3 seconds
ForceCalculate 28 - 88 $.25 3.48 2.99 | 3600720 =180
6.7 seconds
Navigate 20 10- 80 011 1.43 1.74 | 3600/ 20 =180
3.3 seconds

£ 2008 Oracle Corporation

After getting filled all the numbers into table we have pretty good realistic
description of production workload generated by a SINGLE user.

We can start populating model with data now.
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. Example 1. Model of production system

Model description - 1

Systems Active Resources ‘Workloads Pagsive Resources
User Notes ARML Matrix Steps PRAWL Matrix
System Active Equi Equi Speed | Number of
MName Resource MName Type Discipline Factor Servers Type Fath
NHFMFIAT  [HFM server Intel eon 7150N cPU PPRI 1756.33 8 MULT
3.5GHzZ/1MB/1 6B
2|HFM FIAT ‘Workspace server Intel Xeon S080 crPU FFPRI 174985 4. |MULT
3.73GHz2MB
3|HFM FIAT Think time THINK Queue 15 1. 1.
4IHFM FIAT  |Controllers Unknown IS 1000 1
Toma
YRS 1

£ 2008 Oracle Corporation

First we define servers.

Time in HFM server per one visit: 1sec/ 1756.33 = 0.000569 sec
Time in Workspace server per one visit: 1 sec/1749.85 = 0.000571 sec
Time in Controllers server per one visit: 1 sec /1000 = 0.001 sec



. Example 1. Model of production system

Model description - 2
Systems Active Resources Workloads Passive Resources
User Notes ARML Matrix Steps PRAWL Matrix
System Measured Throughput Adjustment
Name Workload Type Throughput Artive Resource Emvironment
1P FAT CLOSED | i. [ Think iime [ JINTERACTIVE |
2JHFMFIAT  |LoadFile CLOSED 1.|Think time INTERACTIVE
3|HFMFIAT  |ForceCalculate CLOSED 1.{Think time INTERACTIVE
4|HFMFIAT  [Navigate CLOSED 1.{Think time INTERACTIVE
Systerms | Active Resources | Workloads Passive Resources
User Notes I ARML Matrix I Steps PRAWL Matrix
System Passive Equipment
Name Resource Type Capacity
1|HFMFIAT  |Database locking Software Queue 120,
2JHFMFIAT  |Database locking_2 Software Queue 120,
£ 2008 Oracle Corporation

Because we observed an impact of software limitations on transaction response
time, we analyzed the system more closely and found that database locking is
affecting response time. This is why we introduced into model passive resources
called “Database_locking” and ‘Database_locking 2".

Those resources are affecting transactions “ForceCalculate” and “
CalculateParents”. We indicated total capacity of each resource as 120 and later on
we will indicate the size of the resource’s capacity each transaction will take during
its execution.

The process of defining passive resource capacity and the chunk a transaction
takes while execution is iterative — we have to define and redefine those values
during model calibration process.
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Example 1. Model of production system

Model description - 3
Systems Aclive Resources Workloads Passive Resources
User Notes ARWL Matrix Steps PRANVL Matrix
Active Visit Service | Contributeto Affectad Passive Fair
Name ‘Workload Resource Count Required |Response Time’ Resource Share
1|HFM FIAT ConsolidateParent  |HFM server 1. 9737 |yes Database locking
2|HFM FIAT ConsolidateParent  |Workspace server 1. 1277 |yes Database locking
J)HF FIAT ConsoildaieFarent | Think iime i 1@l jno
_4IHFM FIAT  |ConsolidateParent  |Controllers 1. 3890 |yes Database locking
| B|HFMFIAT  |LoadFile HFM server 1. 2512 [yes
B|HFM FIAT  |LoadFile ‘Workspace server 1. 187 |yes
7|HFMFIAT  |LoadFile Think time 1. 180.|no
B|HFMFIAT  |LoadFile Controllers 1. 1744 |yes
9 HFM FIAT ForceCalculate HFM server 1 6118 |yes Database locking_2
10JHFM FIAT ForceCalculate ‘Workspace server 1. 433 |yes Database locking_2
11|HFMFIAT  |ForceCalculate Think time 1. 180.|no
12|HFM FIAT ForceCalculate Controllers 1. 2994 |yes Database locking_2
| 13|HFMFIAT  |Navigate HFM server 1. 2512 |yes
14|HFM FIAT MNavigate Workspace server 1 187 |yes
15|HFM FIAT  |Navigate Think time 1 180 |no
16|HFM FIAT  |Navigate Controllers 1. 1744 |yes
I —————————
© 2008 Oracle Corporation

We described that transaction “ForceCalculate” needs Database_locking_2 passive
resource; transaction “ConsolidateParents” needs Database locking resource.
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Example 1. Model of production system

Model description - 4

Systems Active Resources Womload_s Passive Resources
User Notes ARMYL Matrix Steps PRAWL Matrix
System ‘Workload
Name ‘Workload Growth Type Step:1 | Step:2 | Step:3 | Stepcd | Sep:s
1|HFM FIAT ConsclidateParent  |Population 1. 10 30, B0, 80
2|HFM FIAT LoadFile Population: 1. 10 30. 60. 80.
3|HFM FIAT ForceCalculate Fopulation: 1. 10 30, 60, 80.
4|HFM FIAT Navigate Population: 1. 10 30. G0, 50}
Systems Active Resources Worklo_ads Pass_'rve Resources
User Notes ARMNL Matrix Steps PR/WL Matrix
System Passive Size
MName ‘Workload Resource Required
1|HFM FLAT ConsolidateParent  |Database locking
Z2|HFMFIAT | Co lidateParent |Database locking_2 0.
oM FIAT LosdFile Datsbase locking 9.
A|HFM FLAT LoadFile Database locking_2 0
S|HFM FIAT ForceCalculate Database locking 0
B|HFM FIAT ForceCalculate Database locking_2 41
T|HFMFIAT  |Navigat D locking 0.
B|HFM FLAT MNavigate Database locking_2 0

© 2008 Oracle Corporation

Here we indicated what is the size of passive resource is consumed by each
transaction.
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. Example 1. Model of production system
Model results — transaction response time
Response Time
25
0 207
15 136 —4—Con arent
'E i / —8— LoadFie
s 10.2 S P ForceCalculate
5 10.2 10.2 _._.———-0’”""4/ orceCaicu
10 * INav igate
67 67 71
3 Ty T 33 23 34
" L 3 3 - L ]
0
1 user 10 users 30 users G0 users 80 users
£ 2008 Oracle Corporation

We solved the model and got transaction response times. Looks like we were able
to model database locking impact.



Model also delivered utilizations of both servers for different number of concurrent

users.

. Example 1. Model of production system

Model results — CPU utilization

Systern HFM FIAT Active Resour ce Utilization Percentages

(- B
e o

Percentage
) s
(=] o

o @ -
@ =] =]

ra
o

10
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. Example 1. Model of production system

Load test and model results comparison

Transaction response times

Number of users 1 10 30 60 S0

CalculateParent Load test 10.2 928 98 105 13.1
(sec) Model 10.2 10.2 10.2 110 135
ForcCalculate Load test 6.7 6.0 6.1 100 218
(sec) Model 6.7 6.7 71 104 20.7
LoadFile (sec) Load test 33 32 3.2 3.2 33
Model 33 3.3 33 33 3.4

Navigate (sec) Load test 33 32 3.2 3.2 33
Model 33 3.3 3.3 3.3 34

Server utilizations

Number of users 10 30 60 50
HFM server Load test 5.0 18.1 432 65.1
(%) NMadel 19 238 47.2 61.6
Workspace Load test 20 5.1 10.0 13.5
server (%o) Model 16 4.7 9.4 123

© 2008 Oracle Corporation

Looking into tables we can say that our model is in pretty good accord with data
collected during load test. We can say that we have calibrated our model and we
can now use a model to analyze what-if scenarios.



. Overview of model of production system
building and calibration

» Take into account all transactions generated by your transaction driving
application. Never ignore short transactions, consolidate them into one long

transaction.
- | om dbgmm o o bom mm ol | o bl ol mamm s o |} ........._..l.... --...l..-ll-.._ [ P
= INroauc Ill imoder a DIoOCK eimuiati IQ Lo pul I Lurniuawiels — uie seivel 1o
more than just a CPU; controllers contribute to transaction time.

* Break down the time of each transaction into the number of time segments
spent in servers and controllers

* Use a closed queuing model with interactive workload
» Start building model from benchmark CPU and then change CPU to the

one in the modeling tool's CPU model list that is closest to the server you
are modeling.

£ 2008 Oracle Corporation

This slide highlights some milestones in a process of model building and calibration.



Overview of model of production system
building and calibration (continued)

» Column “Service required” in AR/WL matrix defines a number of time slices
needed to process a transaction on a particular CPU. If the Speed Factor
of a CPU is S, than the time spent by a request in a server per visit is equal
to:

1/ 8 seconds.

If the transaction time spent in a server is TR, than a request will require

TR/1/S = TR"S time slices and column “Service required” will have a value

of TR/1/S = TR*S.

+ Use Passive Resources to model effects of database locking, memory size,
and thread count on transaction time and server utilization.

£ 2008 Oracle Corporation

This slide highlights some milestones in a process of model building and calibration.
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Overview of model of production system
building and calibration (continued)

» Calibrate model to ensure that transaction times and server utilizations
calculated by model are in line with the values delivered by your transaction
emulating software. Use data showing different number of users for
calibration.

+ Calibration technique is based on trial and error — choose input values and
calculate output values. If output is not close enough, start all over - use
your engineering skills and experience to choose new input wisely and
repeat.

£ 2008 Oracle Corporation

This slide highlights some milestones in a process of model building and calibration.
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. Part 4

© 2008 Oracle Corporation

Part 3 describes how to evaluate different architectures and workloads using model.

This part demonstrates the value of modeling approach for application sizing as it
allows quick evaluation of multiple options of system set up.



. What if locking is fixed?

Fixing locking in a model is very simple — just remove Affected Passive Resources

V4
[Frame Name: Copy 1 of Baseline [Frame 202 [ 3] < | > |
Systems Active Resources ‘Workloads Passive ’snun:ea
User Notes ARWL Matrix Steps PR Matrix
System Active Visit Senvice Contribute to Affected Fait
Neme Workload Resource Caunt Required |Response Time' Resoul Share
| HFMFIAT  |ConsclidateParent |HFM senver 1 9737 |yes ||
2|HFM FLAT ConsolidateParent  |[Workspace senver 1. 1277 |ves
_3|HFM FIAT ConsgolidateParent | Think ime 1 180.|no
4IHFM FIAT  [ConsolidateParent  |Controllers 1 3890 [yes
jHFM FIAT  |LoadFile HFM server 1. 2512 |ves
BIHFM FIAT LoadFila Workspace senver 1 187 lues
J|HFMFIAT  |LoadFile Think ime 1 180.|no
B|HFM FIAT LoadFile Controllers 1 1744 |yes
__SIHFM FIAT  |ForceCalculate HFM server 1 6118, |yes
10[HFM AT [ForceCalculate ‘Workspace server 1 433 [yes
P FIAT ForceCaicuiaie Think ime i 6. jno
12|HFM FIAT ForceCalculate Controllers 1 2994 |yes
__I3HFMFIAT  |Navigate HFM server 1 2512 |ves
14| HFM FIAT MNavigate (Workspace server 1 187 [yes
15| HFM FLAT MNavigate Think time 1 180.{no
HHFM FIAT Mavigate Controllers 1 1744 |yes

© 2008 Oracle Corporation

This is self explanatory — fixing locking in a model is simple — just remove Affected
Passive Resources. After that we can solve model and see how good transactions
look if they are not hitting a wall called “Database locking”.

To fix locking in real system is much more challenging, but model actually
encourages to do that because it shows great positive impact of that action.
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. What if locking is fixed?

| —+— ConsolidateParent
—a— LoadFie "

FLegend |
- Navigale

1 user 10users 30 users 60 users B0 users

© 2008 Oracle Corporation

This is how well transactions perform after locking is eliminated. Great incentive for
application designers to take care of software limitations!
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. What if locking is fixed?

System HFM FIAT Active Resource Utilization Percemages

L“ % '

e el

And the server’s utilization is in a normal range. Now we are well positioned to
check if our system can support more users.
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. What if we have more concurrent users?

Introduced three steps with more concurrent use

Frame Name: Copy 1 of Copy 1 of Baseline

QUSRS AR OSSR SIS

User Notes ARML Matrix Shlpt-

System ‘Workload

MName ‘Workload Growth Type Step:2 | Step:3 | Stepid
T|HFM FLAT ConsolidateParent  |Population 10. 30 B0, 80. 100 200. 400.
2|HFM FlaT LoadFile Population 10. 30 &0, a0. 100. 200. 400.
3|HFM FLAT ForceCalculate Population: 10. 30 B0, 80. 100 200. 400.
4|HFM FIAT Navigate FPopulation 10. 30 B0, 80, 100 200. 400.

© 2008 Oracle Corporation

Let’s try to increase a number of user to 100, 200, and 400.



. What if we have more concurrent users?

Response Time

We still have acceptable transaction time for 100 users, but the system cannot
support more users than that.
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. What if we have more concurrent users?

System HFM FIAT Active Resource Utilization Percentages

99.9

The reason is — one of our servers reaches 100% of its capacity for 200 users.

What can we do to still accommodate 200 users?
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. What if we deploy second HFM server?

Second HFM server is added with the same specs as the first one
Model Title: HFM FIAT model yd
Frame Name: Copy 1 of Copy 1 of Copy 1 of Baseline / [Frame aata [1<] <] > ]
S!f_iems Active R“lum ‘Waorkloads Passive Resources
Ua:.an'lss Matrix Steps PRAWL M.a.lrh
Systemn Actve 1 Equi Speed | Number of
Name Resource MName Tvpe Digcipline | Factor Servers Type Path
T|HFM FIAT HFM sanver l\ﬁlel Xeon 7150N CPU PPRI 1756.33 8. |MULT
f |35GHZ{1MB[16ME
2[HFMFIAT  [HFM server 2 ¥ [inel Xeon 71500 cPU PRI 1756.33 8 [MULT
35GHz/1MB/1EMBE
3|HFM FIAT ‘Workspace server Intel Xeon 5080 CPU PPRI 1749.85 4.[MULT
3.73GHz/2MB
AlHFMFIAT  [Think time THINK Queue lis 1 1
B|HFM FIAT Controllers Unknown (=3 1000 1
Type
Tlank time Workspace HFM quene Controllers
server quene server Server
HFM quene
server 2
© 2008 Oracle Corporation

Let’s try to add one more HFM server.



. What if we deploy second HFM server?

Transaction to be processed in HFM_server_2 added to workload

/

Model Title: HFM FIAT model o
Frame Name: Copy 1 of Copy 1 of Copy 1 of Baseli |[Frame aota[1<] <]> ]
Systems Activi/Resources Workloads Passive Resources
Usar Notes ARMWL Matrix Steps PRAWL Matrix
System / M n ThioughputAdi
Name Workload Type Throughput Active Ry Envi
1|HFM FIAT JELOSED 1.| | Think time INTERACTIVE
2|HFMFIAT  |LoadFile / |cLosep 1.|Think time INTERACTIVE
3HFMPAT  [FoeCalculate /  |CLOSED 1 Think time INTERACTIVE
4|HFM FIAT Navigate ¥ CLOSED 1.[Think time INTERACTIVE
B|HFM FIAT, aansolideteperem_z [CEQSED 1.[Think time INTERACTIVE
B[HFMFAT  |LoadFile_2 CLOSED 1| Think ime INTERACTIVE
7|[HFMRIAT  |ForceColculote 2 [CLOSED 1.[Think ime INTERACTIVE
BJHFM FIAT Navigate_2 CLOSED 1.| Think time INTERACTIVE

© 2008 Oracle Corporation

We have to distribute evenly workload between two HFM servers.
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. What if we deploy second HFM server?

We have to take into account that a number of users serving in each HFM server
is two times smaller now, but a total number of users is still the same

AN

Model Title: HFM FIAT model N
Frame Name: Copy 1 of Copy 1 of Copy 1 of Baseline = [[Frame 4ot [I<] <> ]
Systems Active Resources WorkIbegs Passive Resources
User Notes ARMWL Matnx Steps a PRWL Matrix
Systemn ‘Workload
Ri=re el Pt T e Stancd e B e e e R e Rt R i
1| HFM FIAT ConsolidateParent  |Population: 1. [ 15. 30. 40 50. 100. 200
2|HFM FIAT LoadFile Population: 1 [ 15 30 40 50. 100. 200
A[HFMFIAT  |ForceCalculate Population: 1. B 15 30. an 50, 100. 200
_-1|HFM FIAT Navigate Population: 1. 5 15 ki) 40 50. 100. 200
_5|HFM FIAT ConsolidateParent_2 |Population: 1 5 15 30 40 50. 100 200
[ B[HFMFIAT LoadFile_2 Population: 1. 5. 15 30. 40 50 100 200
_?]HFM FIAT ForceCalculate_2 Population; 1. 5 15, 30, 40 50. 100, 200
_BIHFM FIAT Navigate_2 Fopulation: 1. 5. 15. 30. 40 50. 100. 200

£ 2008 Oracle Corporation

We replicated all transactions — one group of transactions is served in one server,
and second group is served in second server. We have to make sure that a number
of users hitting each server is two times lover that a total number of users.
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What if we deploy second HFM server?
Resources/Workload matrix for system with two HFM servers
Active Wisit Serice Connbute 1o Aftected Passie
Flascurcs Caunt o | Tima® Flasaurce

HFM a@rver 1 9737 |yen

FiFra sarver & T 3737 oo

marer 1 1277 |ves

1 180, |na

1. 3090 |ves

1 2612 [ves

2 1. 2512 [no

Workspace serser 1. 107 |ves

1 180, |na

LoadFile 1. 1744 |vas
Farce Calculate 1 G118, [yves
ForceCalculate 1 6118 [no
ForceColculote 1. 433 [yes
Farce Calculate 1 180, [na
ForceCalculate 1. 2994 |ves
1. 2612 |ves

1 2512 [no

1. 187 |ves

1 180. |na
1 1744 [ves

2 1. 9737 .|na
=1t 1. 8737 Lo=c
F 1 1277.|ves
2 1 180, |no
£ 0 3800 |vos
1 2512 |na
1. 2612 [ves
1. 187 [ves
LoadFile_: 1. 180, |no
LoadFile_2 1. 1744 [ves
ForceCalculate_ 1 6118 [na
ForceCalculate_ 1 6118 [ves
Force Calculate_. WWorkspace sercer 1. 433 [ves
ForceCalculate_ [ Think tirme 1. 180 |no
Forcoi: 2 Control 1. 2094 [yes
Movigate & HFM server 1. 2512 |no
Nevigeie 2 T server T v 2512 [yes
Movigate_& Workspoace server 1. 187 |yes
Hevigate_2 [T hink time 1.] 180, [no
B Mavigate_Z Controllers 1. 1744 [yos N
© 2008 Oracle Corporation

This is the task of describing how transactions travels across model.
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. What if we deploy second HFM server?

Response Time

“0 7

~ One HFM server
400 ,ﬁ—r
%0 7
- //

Pl

Seconds

Two HFM servers
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And now we can solve the model and see that two HFM servers still do not deliver
transaction times we are looking for.



. What if we deploy second HFM server?

System HFM FIAT Active R Utilization Percent

Peicentage
3

GHFM server
WHFM server 2
OVWorkspace server

16163

1 user 30 users 60 users B0 users 100 users 200 users

© 2008 Oracle Corporation

The reason — still bottleneck on HFM servers.
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. What if we add eight more CPUs to each HFM server?

Include 16-CPU servers into model

Model Title: HFM FIAT model NN\
Frame Name: Copy 1 of Copy 1 of Copy 1 of Copy 1 of Baseline \\ i|aneEof5 |I(I( I) I'-
Systems Active Resources mb}ﬂ‘ Passive Resources
User Notes ARML Matrix StePe. PRAWL Matrix
System Actve Equip Equi BQ\ Number of
Name Fesource Name Type Discipline r \Qewars Tvpe Fath
1[HFMFAT  |HFM server Intel Xeon 7150N cPU PPRI mq .6 [MULT
315GHzIMBAEME
/Leomd/ \
2|HFMFIAT  |HFM server 2 Intel X2on 7150N CPU FPRI 15807 W 16|MULT
35GH:zIMBAEME
fLeonid/
J|HFM FIAT ‘Workspace server Intel Xeon 5080 CPU PFRI 1749.85 4 |MULT
3.73GHz/2MB
4[HFM FIAT | Think ime THINK Queue B 1. 1.
S{HFM FIAT Controllers Unknown IS 1000. 1.
Type

© 2008 Oracle Corporation

OK, we invested in servers.
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- What if we add eight more CPUs to each HFM server?

Response Time

One HFM server
8 CPU each

Two HFM servers
8 CPU aach

Two HFM servers
16 CPU each

And our investment pays back — system delivers acceptable response time now for

200 users!
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. What if we add eight more CPUs to each HFM server?

‘System HFM FIAT Active Resource Utilization Percenages

1] B56- 851
) ’l
7m0
&0
§ BDHFM server u
) BHFM server 2
g 43.0 43.0 Do
& |Ci¥iorkspace server
o
Gl

(EEE) i
uee  mm® |
1 user 10users 30 users 60 users 80 users 100 users 200 users 400 users
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Servers have some extra capacity for 200 users, but are maxed out for 400 users.



. Lessons learned

* Model is an extension but not a substitute to your experience
and gut feelings — use both to make sure model projections are
right. If there is a conflict between model prediction and your
senses revisit both until they are in concert.

* Model predictions are only as good as input data. Go extra mile
to make sure you feed model with data you can trust. Using load
testing increases input data quality.

Calibrate model! As more calibration points, as higher your

confidence in model accuracy.

* Queuing network models are capable to factor in not only
hardware, but also application constrains like number of threads,
database connections, data locks etc.

= Solving model is a breeze — do not limit a number of what-if
scenarios you evaluate. You might come up with architecture
which saves a lot of money.

£ 2008 Oracle Corporation
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. Conclusions

+ Presented methodology of multi-tiered applications sizing using
load testing and queuing network models

+ Load testing collects input data for model as well as data for
model calibration

* Queuing models predict transaction response times as well as
server utilizations

MathAadalamy can bk
WICLNUUUIiuygy waii U

(different number of servers, CPUs, different system
architectures etc.)

£ 2008 Oracle Corporation
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